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Enhanced Self Organizing Map (SOM) and
Particle Swarm Optimization (PSO) for
Classification

Shafaatunnur HasjrSiti Mariyam Shamsuddinand Bariah binti Yusdb

Abstract— Hybrid technique for Self Organizing Map and
Particle Swarm Optimization approach is commonly
implemented in clustering area. In this paper, a hyrid
approach that is based on Enhanced Self Organizing &b and
Particle Swarm Optimization (ESOM/PSO) for classifiation is
proposed. Enhanced Self Organization map which basedn
Kohonen network structure is to improve the quality of the
data classification and labeling. New formulation &hexagonal
lattice area is used for the enhancement Self Orgaing Map
structure. The proposed hybrid ESOM/PSO algorithm use
PSO to evolve the weights for ESOM. The weights areained
by ESOM in the first stage. In the second stage, theare
optimized by PSO. In the proposed algorithm, the rsult is
measured by using a classification accuracy and gotzation
error techniques.

Keywords— Enhanced Self Organizing Map (SOM), Particle
Swarm Optimization (PSO), classification.

I. INTRODUCTION

lassification is a process of separating a largescof

objects into smaller classes, together with th&edon
for determining classes of the objects. This preazn be
very complicated due to the difficulty of identifig the
criteria accordingly, especially whenever it invesdv
complex data structures. Therefore, artificial liidence
techniques have been introduced by many researchers
as neural network, fuzzy set, genetic algorithmarsa
intelligence and rough set. Kohonen Self OrganiZifap
(SOM) which is one of the neural network technighes

Swarm Optimization (PSO).

Early studies show that combination of SOM-PSO
approach. First approach is comes from Shi Ebenrint
modified particle swarm optimizer [2]. In [3], O’Nleand
Brabazon adopt PSO as unsupervised SOM algorithma. T
algorithm produces competitive result for data sifesation.
However, the author suggests applying differentadise
metric in calculating the distance between inputters and
each member of the swarm. Different swarm sizes and
different velocity update formulations can be inmpénted
in future studies.

PSO also has been used for clustering purposel][sy,[
Xiao et. al use PSO to refine the weight vectorsafGOM
obtained after an initial application of a stand&@®M
training methodology. The research design for #higly is
quite similar to this method. The difference istsiudy used
enhanced SOM algorithm for classification purpose.

Recently, Oziftet al proposed PSO in the optimization of
SOM algorithm to reduce the training time withowtatjty
loss in clustering [1]. The author stated that #ime of
lattice is related to the clustering quality of SONhis
optimization technique successfully by reducingritbenbers
of nodes that finds the BMU for a particular input.

The proposed supervised SOM with Particle Swarm
Optimization (PSO) is tested on different typesiata, and
these include cancer, iris and XOR data. Ther& aections
in the study. Section 1 is the introduction of P&®@ SOM.

In section 2 explain the related previous work ®@\M&PSO.
In section 3, we explain the method and algoritton f
ESOM and PSO. In Section 4 we present the resualts a

been implemented extensively in this study. Le@mingise,ss ahout the application of the techniquesuiatiidy.

enhancement of SOM is explored to improve the guali
data classification and
formulation of the hexagonal lattice area. HoweVarger
grid size in SOM means increase in training timee Targer
is the lattice, the more nodes should be considercBMU
calculation, thus leading to higher operating cfost the
algorithm [1]. In order to solve this problem, thraining
weight of SOM algorithm need to be optimizes bytiekr
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Finally, Section 5 presents some concluding remarks

labeling by proposing a new

Il. PROPOSEDMETHODOLOGY

In this section, we describe the research desighhhs
been conducted in this study.

A. Dataset

The dataset is required to represent the problem. A
universal data has been used for training of thisvork
which are Iris, Cancer and XOR. dataset can be tbased
from UCI Machine Learning database [6].
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Iris

IRIS dataset is the most famous real data benchmark

machine learning. IRIS dataset was proposed byeFish
1936 . This dataset is formed by 150 points thébrzeto
three different classes. One class is linearly rsdypa from
the other two, but the other two are not lineadparable
from each other. Since the dimension of IRIS datasd,
IRIS dataset is usually represented by projecthng data
along their principal components.

Cancer

The Cancer dataset requires the decision maker to

With Rog, = (2r+1)% + 2r2 1)
R=3r (rz)— e 2)
4
Where R,,= Enhanced hexagonal latti¢e=
traditional hexagonal lattice.
1-d(j)=<D(t)
N(j,t 3
0 ){0~d(1)>D(t) ®)

correctly diagnose breast lumps as either benign or The weights of all neuron within this hexagon apelated
malignant based on data from automated microscopiédth N(j)=1, while the others remaining unchanged. As the

examination of cells collected by needle aspiratidhe

training progresses, this neighborhood gets smadied

dataset includes nine inputs and one output. Teenplars Smaller, resulting in that only the neurons vemsel to the
are split with 599 for training, and 100 for testiiotaling Wwinner are updated towards the end of the trainiFige

699 exemplars. All inputs are continuous variabéesl

training end as remains no more neuron in the heidiood.

65.5% of the examples are benign. The data set wegually, the neighborhood functioN(j) is chosen as an L-
originally generated at hospitals at the University dimensional Gaussion function as equation below:

Wisconsin Madison, by Dr. William H. Wolberg. Inigh
study, 150 data patterns are used in both algosithm

XOR

A connective in logic known as the "exclusive on' o

exclusive disjunction is a logical operation on tegerands
that results in a logical value of true if and oiflgne of the
operands but not both has a value of true. XOR limsic
dataset that widely use to train and test NN. Is study, 8
data patterns are used in both algorithms.

B. Enhanced Self Organizing Map (ESOM)
Self Organizing Map (SOM) first introduced by voard

Malsburg (1973) and presented by Professor Teuvo

Kohonen, (1982). The goal of SOM is to convert ghhi
dimensional input signal into a simpler low dimemsil
discrete map. SOM are based on competitive learmihgre

the output nodes compete among themselves to beingin 3)

node and the only node to be activated by a péaticnput
observation [7]. Lattice structure is importantdetermine
the quality of Kohonen map. This is because weligheach

neuron in the neighborhood will be updated. Hexatjon

lattice structure is good for image processing. $tnecture
can make the image pixel uniform to each other [8]
Therefore, a new formulation of hexagonal latticeaais
proposed in equation 1. The traditional hexagoattick is
shown in equation 2. A neighborhood is hexagonatrah

Influence N(j,t), is used instead of width of neighborhood,
N(j) sinceD(t) is a threshold value decreased via a schedule

as training progresses. For this neighborhood foncthe
distance is determined considering the distandberattice
in each dimension, and the one having the maximalorevis

chosen as distance a node from BM\J), N(j) corresponds  4)

to a hexagonal around;nhaving neighborhood width as:
1) Right border x = WinNode Xx;

2) Right border y =WinNode y R ..

3) Left_border x = WinNode x;

4) Left_border y = WinNode yR,.;

Af N2
N(j,t) = exp—zi((tjiz 4)

The algorithm shows below:

Initialization

Set initial synaptic weights to small random va|usesy

in a interval [0,1], and assign a small positivéueato
the learning rate parameter

Competition.

For each output node |, calculate the value
D(V -W,) of the scoring function. For example, for

n
Euclidean distanceD(v W) = 3 (v-w )" ()
i=0
Find the winning node that minimizes
D(V -W,) overall output nodes.

Cooperation.

Identify all output nodeg within the neighborhood af
defined by the neighborhood siReFor these nodes, do
the following for all input records fields. Redutiee
radius with exponential decay function:

o(t) =g, exp(—/]l) 1=123,.. 2)

Where g, = initial radius A = maximum iteration,t =

current iteration.
New formulation of hexagonal lattice:

Riew= (2r+1)% + 2r2 ©
Wherer = neighborhood radius
Adaptation
Adjust the weights:

W(t+1) =W()+O0() L(OV(H- W) (4)
Where L = learning rate,©= influence a node’s

distance from the BMU.
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_ L.
L(t) - Loexp( ;j t=123. (5) Vn :WB/n +Qd randl:l( CE‘iest n- Xf)+ @U ran&D( Eest n X)‘
Where L, = initial learning rate. - (8)
f il
o) = exg - d|2t t=123,.. (6) Where rl and r2 are uniform [0,1] random numbels,>-d)
20°(t) and c2 > 0 are constants called ttegnitive and social

Where dist = distance a node from BMUg = width of Parameters and w > 0 is a constant called ittertia
neighborhood. parameter.For their part, n and n+1 index successive

5) Iteration periods (generations). Given the direction of clante

Adjust the learning rate and neighborhood size, &€V Position of the particle will simply be:
needed until no changes occur in the feature map.
Repeat to step (2) and stop when the terminatiberier Xy = Xp+ Vi 9)
are met.
Given initial values forXi, Vi, Byest and ghess €quations (8)
and (9) will determine the subsequent path thah @acticle

C. Particle Swarm Optimization (PSO) in the swarm will follow

Particle Swarm Optimization (PSO) is one of the Bwa
Intelligence (SI) technique that inspired by sodiehavior
of bird flocking and fish schooling. The pioneefgtee PSO IIl. RESULT AND DISCUSSION

algorithm are James Kennedy and Russell C. Eberhart The experiments are conducted on XOR, Cancer asd Ir

1995. PSO is a global optimization, population Idasedataset. The weights are trained by ESOM in the §tage.
evolutiongry algorithm for dealing with p.roblemS\./iﬂnich @ | the second stage, they are optimized by PSO r@ults
b?St so_lut|on can be presented as a point or :wn_faan N are validated by executing the convergence errom@ a
dlmensmn.al spa(-:e-..Hypothe.zses are plotted in ﬂ‘a‘ses.and guantization errors. Convergence error describesv ho
seeded with an |_n|t|al velocity, as well as a comigation accurately the particle tends towards a stable tipaosi
between the particles. (velocity tends towards zero) [9]. Quantization oerr

T_O . explam how the algorithm works in _solvmg aNgescribes how accurately the neurons respond tgities
optimization problem, suppose that we are tryingtoose  yaiaset For example, if the reference vector ef BivU

D continuous variableel, . .. ,xD to maximize a function calculated for a given testing vector xi is exathly same xi,
the error in precision is then 0. Table 1 depihts quality
(... xD) ™ of map and classification accuracy of SOM and ESCGRIP
The table shows that ESOMPSO is better than stendar
Suppose also that we create a swarm of1, . . . ,N gom.
particles. At all points in time, each particlbave:
1) A current positiorXi orXn = (xil, . . ., xiD)
2) A record of the direction it followed to get to tha A- Results on XOR Dataset
positionVi or Vn= (vil, . . ., viD) The network size that has been used to train th&® XO
3) A record of its own best previous positiBgs= (Prest Problem consists of 3 input layer nodes, 2-d mappéyer
1, ..., RetD) for output nodes. 8 data patterns used to traim#teork.
4) A record of the best previous position of any menibe For PSO parameters, C1 and C2 ARz 0.1, the minimum
itS groupgpest= (Opest L, - - - GestD) value of weight is 0.40 and the maximum value a@00

The population of particles was set as 10 and probl
Given the current position of each particle, aslaslthe dimension as 100 (a 10*10 grid structure) maximum
other information, the problem then becomes one dtkration of 10385. The experimental results sttewn in
determining the direction of change for the pagticlAs Table 1 and Figure 1.
mentioned above, this is done by reference to padicle’s
own experience and the experience of other mendfets
group. Its own experience includes the directiorcdame TABLE 1. RESULT OFESOMPSO ANDSOM ON XOR

from Vi and its own best previous position. The experience DATASET

of others is represented by the best previousipodibr any

member in its group. This suggests that each pamight ESOMPSO SOM
move in; Learning Iteration 78 388

1) The same direction that it came fran Convergence Error[ 0.0048279 0.00499
2) The direction of its best previous positiBg.s— Xi Quantization Error | 01916 0.2060
3) The direction of the best previous position of any | Classification (%) | 97.49 96.73

member in its grouppesi— Xi.

The algorithm supposes that the actual directiochahge
for particlei will be a weighted combination of these
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Error

XOR Learning

= M
e [5MPS0

121 4 61 81 101 121 141 161 131 201 221 240 261 281 301 321 341 361 3

Iteration

Figure 1. Convergence of XOR dataset

In Cancer learning process, the correct classifinat
percentage shows that ESOMPSO result is betterSkvi
with 99.77% compared to 99.69%.

C. Results on Iris Dataset

The network architecture used for Iris dataset istssf 4
input nodes and 2-d mapping layer for output nodef
data patterns used to train the network. For PS@npeters,
C1 and C2 = 2At = 0.1, the minimum value of weight is
0.40 and the maximum value are 0.90. The populadion
particles was set as 10 and problem dimension 8s(40
10*10 grid structure) maximum iteration of 10000The
experimental results are shown in Table 3 and Eigur

From Table 1, correct classification percentagevshibat

ESOMPSO result is better than SOM with 97.49 %

compared to 96.73%. Figure 1 shows the learningga®
where both algorithms attempt to reach the learrstap
condition. In ESOMPSO, particles work togetherital fthe
lowest error (gbest) at each iteration and consisteeduce
the error at each iteration. While in SOM, it sedhsat the
error is decreasing constantly when it reach thd 34
iterations, and stop at a specified condition oa thst
iteration.

B. Results on Cancer Dataset

For Cancer problems, 380 data patterns have besh us
where the network size consists of 9 nodes inrthatilayer,
2-d mapping layer for output nodes. For PSO pararsie
C1l and C2 = 2At = 0.1, The minimum value of weight is
0.40 and the maximum value are 0.90. The populadion
particles was set as 10 and problem dimension 8s(40
10*10 grid structure) maximum iteration of 10385The
experimental results are shown in Table 2 and Eigur

TABLE 2. RESULT OFESOMPSO ANDSOM ON CANCER

Error

TABLE 3. RESULT OFESOMPSO ANDSOM ONIRIS

DATASET
ESOMPSO SOM
Learning Iteration 10000 1000
Convergence Errorf 1.88831 4.18404
Quantization Error | 0.0243 0.0318
Classification (%) 97.72 92.11
IRIS Learning

-

11031
— §IM

76 1951 B2 3501 4FE 5151 B126 YOO VEVR
Iteration

751 9626

Figure 3. Convergence of Iris dataset
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DATASET
ESOMPSO SOM
Learning Iteration 489 118
Convergence Errorf 0.00497508 0.00495
Quantization Error | 0.4422 0.4924
Classification (%) 99.77 99.69

Cancer Leaming

— EE0MPsD
— 51N
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Figure 2. Convergence of Cancer dataset

For Iris learning, both algorithms converge usirge t
maximum number of pre-specified iteration. SOM @nge
at minimum error of 4.18404 while minimum error for
ESOMPSO is 1.88831 at 10000 iterations. Table Advs
that classification of ESOMPSO is better than SOlthw
97.72% compared to 92.11%.

D. Comparison between ESOMPSO and SOM

This analysis is carried out to compare the refdtaieen
ESOMPSO and SOM. To do this, the learning pattésns
both algorithms are compared using all three deta3éne
comparative correct classification percentage fodatasets
is shown in Figure 4.
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The results show that ESOMPSO has better results on

| SOMm

Classification (%)

B ESOMPSO

XOR

Cancer Iris

Dataset

Figure 4. Comparative of correct classificationgestage

between ESOMPSO and SOM.

convergence error and correct classification peeggn For
overall performance, the experiments show that EBGM
produces feasible results in terms of quantizatwror,
convergence error and classification percentage.

IV. CONCLUSION

The study being developed to reach it main objectnat

is to optimize the training weight of ESOM by intating
Particle Swarm Optimization. The project was cakrioat to

analyze the optimization algorithm of PSO and ES@M

explore the classification accuracy and convergerate
compared to the standard Self Organization Mape@am
the result derived from the training of datasetss clear that

ESOMPSO

is better than standard SOM

classification accuracy percentage and convergeate

Different distance measure such as Manhattan distan

Chebyshev distance and Bray Curtis distance carséeé in
ESOMPSO for future studies.
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